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ABSTRACT

Tagging is one of the most popular services in \2gb
and folksonomy is a representation of collaboratag
ging. Tag cloud has been the one and only visuaiza
of the folksonomy. The tag cloud, however, provides
information about the relations between tags. Is fa-
per, targeting del.icio.us tag data, we proposecdh-t
nique, FolksoViz, for automatically deriving semant
relations between tags and for visualizing the tagd
their relations. In order to find the equivalensghsump-
tion, and similarity relations, we apply varioudesiand
models based on the Wikipedia corpus. The derie&d r
tions are visualized effectively on the screen. €kpe-
riment shows that the FolksoViz manages to find the
correct semantic relations with high accuracy.
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or she assigned several tags to the URL. After thahy
other users also assigned their own tags to the. URL
long posting history is given at the right side toé
screen. This process gradually constructs a fotksgn

del.icio.us / url

your bookmarks | your network | subscriptions | links for you | post

check url by teedubyaW t

posting history
>

» del.icio.us history for [hitp://www.forwebdesigners.com/

For Webdesigners - 297 helpful links for webdesigners

this url has been saved by 3014 people. Tagging history

No information
about semantic relations
between tags !

Figure 1. Collaborative tagging in del.icio.us.

Unfortunately, there has been no adequate way-to vi
sualize this folksonomy other than tag clouds. 4 ta
cloud, however, is just a representation of listimg top-

k popular tags according to their frequencies, trisl
may not be useful to provide an intuitive summdryhe

Tagging has become one of the most popular services Whole folksonomy. Furthermore, it does not provadgy

in Web 2.0. A tag is a relevant keyword assigneW/gb
documents or resources. A noticeable role of tadhait
they can act as good metadata that best descebé/ ¢
document or resource, because many of them artukare
ly chosen by taggers. Folksonomy is also one ohthet
noticeable features in the current Web 2.0, whidbi-o
nated from combining the words ‘folk’ and ‘taxonomy
Folksonomy is also widely known as collaborativg-ta
ging. Collaborative tagging is achieved collabomelii
by multiple taggers who assign a list of tags asrteta-
data. Del.icio.us [1] is said to be the true impdertation
of collaborative tagging. It provides an online isbc
bookmarking service that enables users to regihtsr

information about the semantic relations betweegs.ta
Under this situation, if we are able to find thensatic
relations between tags created through collab@atig-
ging and visualize them, it can help users undedsthe
web metadata more intuitively. In this paper, wepmse
a technique, called FolksoViz, for automaticallyidieg
the semantic relations between tags and for visogli
the derived relations on the screen.

The remainder of the paper is organized as folldmws.
section 2, we discuss the previous work relatedhéo
semantic relation extraction between terms. We then
scribe the proposed technique, FolksoViz, for degv
semantic relations between tags based on the Wiikipe

own bookmarks and share them with others. Each user COrpus in section 3. Section 4 demonstrates thiysisa

can assign several tags to a URL, and the whol®fset
tags created for that URL by many taggers are dpen
the public in the form of posting history. Figureshows
the collaborative tagging in del.icio.us. A URL aeding
the web design was registered by the first posted, he

and evaluation of the FolksoViz. Finally, in seati®, we
conclude this paper.

2. RELATED WORK



A variety of approaches in computational linguistand
information retrieval communities have been propotse
automatically extract the semantic relations betwee
terms. It, however, still remains as a challengagk be-

Assumption 1. Wikipedia contains the information full
enough to describe all del.icio.us tags.

Assumption 2. A Wikipedia page is a basic unit of con-

cause it is not so easy for machines to underdtende-
mantics in human language.

text for describing about a topic.

Researches on the similarity between terms have bee Details of Assumption 2 will be covered in subsatt.3.

made most widely. Among them, Lin’s similarity meses
[2] is accepted as a good indicator of how simtlao
terms are to each other. According to his simiattiteo-
rem, the similarity between two objects A and B &&n
measured by the ratio between the amount of infboma
needed to state the commonality of A and B andirthe
formation needed to fully describe what A and B are

log P(commoi(A, B)

im(A,B) =
SIm(A.B) log P(description( A, B)

In his following work [3], he developed his ideaskd on
the distributional pattern of words. He used thpeselen-
cy triples, which consist of two words and the gnaati-
cal relationship between them.

Researches on deriving a hierarchical organizatibn
concepts have also been made. Sanderson and @eft p

posed a statistical model [4] to derive subsumptem
pairs from a set of documents based on a typerof ¢te-
occurrence. Term subsumes term if most of the doc-

Figure 2 shows the whole process of folksonorsyaii-
zation. The semantic relations between del.icitags are
derived using the Wikipedia corpus, and the tagktae
derived relations are visualized on the screen.

” - Equivalent Relations
. Extracting - blog=blogs=bloggi
.. del.icio.us Semantic Relations 4 Hieg=hlogs=Rlogdind; -
between Tags - N N

po: : web-web2.0, ...
>t o to webdesign design resources
= "~ - Similar Relations
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|
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Visualization

blog(s)
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Figure 2. The process of folksonomy visualization

We introduce a 4-step process for our folksonomy vi
sualization. Step 1 is finding equivalence relaibe-
tween tags. For example, we find out thiatg, blogs and

uments whichy occurs in are a subset of the documents ploggingare the equivalent tags. Step 2 is deriving sub-

whichx occurs in:
PKly) >=0.8, Pf|x) <1

3. DERIVING AND VISUALIZING SEMANTIC
RELATIONS BETWEEN TAGS

This section describes the proposed techniquedividg
semantic relations between tags. To apply our rales

sumption relations between tags. For instance jiwdedut
thatwebsubsumesveb2.0andhtml subsumesss Step 3
is clustering similar tags, e.gpple mag leopard and
osxare treated as the similar tags, and clusteradsame
cluster. Finally, step 4 is visualizing all of tredations we
have found. Each step will be covered in detaihinfol-
lowing subsections.

3.1 Finding Equivalent Relations

models and to derive the semantic relations bet\NeenBefore we proceed to find the equivalent relatibes

del.icio.us tags, we use Wikipedia [5] as a corphlgki-

pedia is an online encyclopedia which gets the mpopu-
larity among internet users. Wikipedia is knownths
best reflection of ‘the wisdom of the crowds’ onétcol-
lective intelligence’ in Web 2.0 because anyone loamn
author of any pages on Wikipedia. And, at the siime,
it provides the high-quality information. Furthemapit is
currently known to be the largest knowledge repogion

the Web. It contains much information about the dgor

that are not defined in a dictionary, e.g. techrieams or

newly created words on the Web. We can be sureitthat

covers almost all concepts that exist in the wofldese
interesting features of Wikipedia satisfy the dficditions
of a good balanced corpus.

In this context, we need two assumptions:

tween tags, we need to define dwiivalencelt is given
by the following:

Definition 1. Two tags are said to eejuivalentff their
meanings are exactly the same, or they refer totiyxihe
same target. And then the two tags fornegunivalence
relation.

After making a careful examination of the del.iom.
tag data, we found out that there exist four tygfesquiv-
alent relations between tags. The first and thet cms-
mon type is the equivalence of singulars and pdufabr
example computer computersutility - utilities, and
woman- womenare the singular-plural pairs, each of
which refers to exactly the same target. The setgpelis
the equivalence of verbs or adjectives and theinina-



lized nouns. For instancklog - bloggingandvirtual -
virtualization are the pairs which have exactly the same
meaning but different parts-of-speech. The thipktis
the equivalence of nouns and their abbreviatioos ei-
ample,newyorkcityis equivalent tawyc andadministra-
tor is equivalent t@dmin Abbreviations of words are
very common on the Web. And the last type is - fleyp
or _ (underscore) embedded nouns. Example pathgsof
type aree-learning- elearningandsocial_networking
socialnetwroking

In order to find these equivalence relations apply
simple rules and heuristics according to their sydéhe
first equivalence type of singulars and plurals lban
found by checking whether addirg -es or—iesto the
end of one tag makes the other tag. Of course awve h
irregular plurals in our tag data set. In this casasult-
ing a predefined dictionary for irregular pluralnde
one possible solution. But our observation revéads
irregular plurals are very rare when used as fEgs.
second equivalence type of nominalization can bedo
by checking whether addingng, -ation, or—y to the end
of one tag makes the other tag. Of course, adamrule
may have exceptions, but they also turned out t@kee
The third equivalence type of abbreviation candasé
by checking whether each character of one tagcistéal
in the other tag in a same order. For exampfecon-
tains the characters y, andc, and they are located in
newyorkcityin a same order. Unfortunately, this rule is
not perfect when we are to find the abbreviationd Ahe
last equivalence type of — or _ embedding can biyea
found by checking whether removing — or _ from tagg
makes the other tag. As illustrated, all of thages and
heuristics are not perfect to find the equivalemiations.
Our examination, however, shows that these simpéssr
manage to find almost all of the equivalence retwdiin
the del.icio.us tag data without the help of movevgrful
linguistic approaches.

3.2 Deriving Subsumption Relations
Again, we need to define whasabsumptions.

Definition 2. Tagx is said tssubsumeagy iff tag x refers
to a more general concept than tagAnd then the two
tags form asubsumption relation

In order to derive subsumption relations betweegs,tave
used the model proposed in our previous work [6le T
model adopted the basic idea from Sanderson anft Cro
[4]. To reflect the characteristics of del.icio.tsgs and
Wikipedia, however, we made a slight modificatian t
the original model. It is defined as follows, fera tagsx
andy, x subsumey iff

TR(Y|Wiki(x)) < TR(X|Wiki(y))x < TFR(X]Wiki(y))

whereWiki(a) is the Wikipedia texts where tagappears,
TF(b|Wiki(a)) is the term frequency of tdg on theWi-
ki(a), andu is the threshold value that is determined em-
pirically. In other words, tag subsumes tay iff 1) x is
more frequent on the Wikipedia textsyothany is on the
Wikipedia texts ofx, and 2)x occurs on the Wikipedia
texts ofy to some degree.

3.3 Clustering Similar Tags
As a last step to derive the semantic relationgédet
tags, we find the similarity relations and cludtes similar
tags. The definition ofimilarity is given by the follow-

ing:

Definition 3. Two tags are said to smilar to each other
iff they share a certain degree of common charstits.
And then the two tags formsamilarity relation

Note that the definition of similarity is slighttjifferent
from that of computational linguistics, in whictetkimi-
larity is usually defined as how similar the direwan-
ings of two words are. Our definition of similarityow-
ever, is how much they share the common charatitstis
For instanceapple mag leopard andosxlook no similar
to one another when only their direct meaningdaiten
into account. But, in fact, they share a considerab
amount of common concepts, i.e. they are relatedeto
operation system of Macintosh. Our definition af &mi-
larity relation is quite reasonable in that thestaggached
to a web document are not likely to be directlyikinto
one another, but many of them share common chaiscte
tics.

In this context, we propose a hew measure foritag s
larity, adopted from Lin’s original idea of similgr
measure. Our similarity measure is, again, basdaten
Wikipedia corpus. The Wikipedia similarity betwetaro
tags,t1 andtz, is the following:

ICWiI<i (tl’tZ)
I(:Wiki (tl) + ICWiki (tZ)

Simy (t,t,) =

wherelCwiki(t) is the information content of tagn Wi-
kipedia, i.e. the logarithm of the number of Wikiliee
pages which include the wotdandICwiki(ti, ) is the
information content of tagg and tagz in Wikipedia, i.e.
the logarithm of the number of Wikipedia pages Whic
include both the wortl and the word.. Here, it is neces-
sary to recall the Assumption 2. A Wikipedia pagi@s-
sumed to be a basic unit of context for descrilsibgut a
topic. This is why we define the information coriteha
tag as the number of Wikipedia pages which inchinge
tag.

Let us calculate how similar the two tatgssignanddi-
agramare. The numbers of Wikipedia pages which in-



clude the wordlesignanddiagramare 230100 and
13616 respectively. And the number of Wikipediagsmg
which include botldesignanddiagramis 3693. There-
fore, ICwiki(design) = 10g(230100) = 12.34626, ICwi-
ki(diagram) = log(13616) = 9.5190@&ndICwiki(design,
diagram) = 10g(3693) = 8.2141%According to the simi-
larity measure defined above, this leads to theviohg:

8.21419
12.3462€¢+9.5190(

=0.37567

sim,,; (designdiagran) =

So, we can conclude tha¢signanddiagramare similar.

After calculating the similarities of the possilgairs of
all tags, we cluster the tags according to themilarities.
In order to cluster the similar tags, we use theLMar-
kov Clustering Algorithm) [7]. The MCL is an unsupe
vised clustering algorithm for graphs based onMiage-
kov assumption. When our model is applied to theLMC
atag is represented as a node, a relation issepied as
an edge, and a similarity is represented as anwdgght.
After applying the MCL to our model, we get several
clusters of similar tags.

3.4 Visualization
The final step is to visualize all of the relatiqns. equi-
valence, subsumption, and similarity relations} thare
derived through the previous steps. Our goal effiec-
tively and intuitively visualize the semantic rédeis be-
tween tags. This requires the following seven [ipies
for a successful visualization.

1. Alltags and their relations should be displayed
on one screen, while the displayed tags are the
ones of interest (i.e. tag frequency > 10).

screen by using the JGraph [8]. We named it FolksoV
which means the folksonomy visualization.

4. ANALYSIS AND EVALUATION

4.1 Analysis

Figure 3 illustrates an example output of a FolkgoV
cluster that visualized the del.icio.us tags asgigto a
URL (http://www.exploratree.org.uk/). We presentlyon
one cluster from the whole picture due to spacéddton.
As shown in the figure, all derived relations wevell
displayed according to the seven principles in pine-
vious subsection. The equivalent tags, suchissal vi-
sualisation andvisualization were gathered in one node.
Subsumption relations also look good, evgb subsumes
web2.0and designsubsumegraphic (or graphicg. And
all nodes of similar tags were colored yellow besgathhey
formed a cluster. It is easy to notice that allstéy this
cluster are related to the concept of web and desig

2.0 web

webapp

web2.0

graphic(s)
webdesign
template (s)

diagram(s)

graphicorganizer (s)
graphic organizer (s)

visual (isation)
visual (ization)
Figure 3. A cluster from a FolksoViz output.

4.2 Evaluation

2. A node represents a tag and an edge between two

tags represents a relation.

3. Afont size is assigned to each node according to

its tag frequency.

4. The equivalent tags are treated as one single tag

and, thus, contained in one single node. Their

tag frequencies are also summed to one value of

tag frequency.

5. Tags that belong to the same cluster have the
same color.

6. In handling transitivity, we maintain every edge
of subsumption relations no matter when they
are transitive or not. This is because some sub-
sumption pairs are not transitive, emac< ap-
ple, apple< corporation but,mac!< corpora-
tion.

7. Each node has a hyperlink for a tag search

According to these principles, all of the tagsraérest
and their relations are displayed as a directephyom the

The goal of our experiment is to figure out howreot
the automatically derived semantic relations arefod
tunately, we do not have any answer set that pesvile
correct relations between tags. This is mainly bsea
tags on the Web are the special keywords, manyhidhw
are not defined in a dictionary or a thesaurus. @ag to
address this problem is a manual evaluation. Feffitht
experiment, a group of 15 Ph.D. students were c¢hase

subjects, who were majoring in computer science and

well-aware of a wide variety of technical termingies.
In other words, they were assumed to be the domain
perts. The top-10 popular URLs and their tags vebie
sen from del.icio.us. Table 1 shows the basic mfdion
about those 10 URLs. From each of the URLs, 50 rela
tions were chosen by random, i.e. total of 500tiahs
were chosen. For each relation, the subjects wskeda
to judge that the given relation of two tags look@dCor-



rect, b) Not correct, c) Inverted (in case of subgtion have no relation at all, he or she chooses a) Naioa.

relation), or d) | don’t know. But if he or she thinks that the pair has any retgthe or
she chooses b) equivalence, c) subsumption, oind) s
larity. Here, multiple choices are allowed among d))

Table 1. del.icio.us Target URLs. and d). From each of the 10 URLSs, 50 relations wée
# URL Title #of | #of sen by random, i.e. total of 500 relations weresemo
tags | taggers
Fluid - Free Site Specific H : ‘
1 http://fluidapp.com/ Browser for Mac OS X 8014 1902 Table 3 shows the results. The hlgh proportlonl\t[i
Leopard Relation’ (91.87%) shows that the FolksoViz manatged

2 | http:/iwww.sysresced.org/ | Main Page — SystemRescll- gace | g0 find almost all relations that really exist, andstmeans

3 [ ntpiisynergy2.sourceforg? =cd that the FolksoViz has a fairly high recall. Besidblo
net/ Synergy 79141 18731 Relation’, ‘Similarity’ scores the second highesbpmor-

4 | http://mw.exploratree.org, Exploratree - Exploratree By 2a.0 | 459 tion (7.46%). This may be because the similaritfreel

K FutureLab ; S . ;
. oo ST e in Definition 3 was somewhat ambiguous to the sttsje
5 http://code.google.com/edL/G 9 ersity 7773 1900
oogle Code
6 | http://www.shozu.com/porta
Vindex do Shozu 8030 | 1877 _ )
Table 3. Results for answering to the questions fdahe
7 http://elgg.org/ Elgg.org 7737 1884 second experiment (%)
8 | http:/Awww.freenas.org/ ggsg‘rf\shgr‘ﬁeﬁee NAS | 2030 | 1889 URL# | NoRelation | Equivalence |Subsumption| Similarity
9 | http://musicbrainz.org/ \’\//IVeI(_:ome_to MusicBrainz! 4 -o50 | 1903 1 92.3 1.4 0 6.3
usicBrainz 2 91.5 0 0 8.5
10 . . ccMixter - Welcome to
http://ccmixter.org/ coMixter 8142 1894 3 89.7 1.3 0 9
4 90.7 0 0 9.3
. . 5 92.4 15 15 6.5
Table 2 shows the results. The high proportion 6 901 0 W 85
“Correct” (88.03%) is promising and means that thq——= 935 0 0 65
FolksoViz has a high precision. The proportionsNdt 8 914 0 18 85
correct” (7.94%) and “Inverted” (1.03%) are faitlyw. 9 950 >4 0 34
Some subjects answered with “I don’t know” (3%).isTh 10 91.9 0 0 81
may be because some relations were unobvious @ juq— Ayg: 91.87 0.66 1.07 746

ing from the tags alone.

5. CONCLUSION

Table 2. Results for answering to the questions fahe We proposed a technique that automatically dertiies
first experiment (%). three semantic relations, i.e. equivalence, subsomp
URL # Correct Not Correct | Inverted | Don't Know and similarity, between del.icio.us tags basedhenWi-
kipedia corpus. FolksoViz managed to display theae
1 89.5 8.4 0 21 ) ; . . o
tic relations between tags in an effective and ifivil
2 84.3 12.4 3.3 0 ; . i
= 6.7 58 -8 N way to accomplish the folksonomy visualization. We
- - - - fully exploited the characteristics of Web 2.0: ttwlla-
4 90.5 6.4 0 3.1 . L g . .
borative tagging in del.icio.us and the collectinéelli-
> 86.4 62 0 4 ence in the Wikipedia
6 87.4 10 0 2.6 9 P '
7 92,5 75 0 0
8 83.3 4.6 4.2 7.9 6. ACKNOWLEDGMENTS
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